Optimization of random searches on defective lattice networks
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We study the general problem of how to search efficiently for targets randomly located on defective lattice networks—i.e., regular lattices which have some fraction of its nodes randomly removed. We consider large but finite triangular lattices and assume for the search dynamics that the walker chooses steps lengths $\ell_j$ from the power-law distribution $P(\ell) \sim \ell_j^{-\mu}$, with the exponent $\mu$ regulating the strategy of the search process. At each step $\ell_j$, the searcher moves in straight lines and constantly looks within a detection radius of vision $r_v$ for the targets along the way. If there is contact with a defect, the movement stops and a new step length is chosen. Hence, the presence of defects decreases the efficiency of the overall process. We study numerically how three different aspects of the lattice influence the optimization of the search efficiency: (i) the type of boundary conditions, (ii) the concentration of targets and defects, and (iii) the category or class of search—destructive, nondestructive, or regenerative. Motivated by the results, we develop a type of mean-field model for the problem and obtain an analytical approximation for the search efficiency function. Finally we discuss, in the context of searches, how defective lattices compare with perfect lattices and with continuous environments.
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I. INTRODUCTION

How does one optimize the search in continuous disordered media, where the location of the target objects are not known a priori? This problem of finding, in the most efficient way, randomly distributed target sites has attracted interest in several areas of research [1–2]: e.g., (i) the modeling of foraging processes [3–13] by diverse animal species in theoretical ecology, (ii) oil recovery from mature reservoirs in geology [14], (iii) studies of dynamics at the extinction edge in scenarios of low availability of energetic resources [15], and (iv) automated computer searches of registers in high-capacity databases [16] in information technology. In the majority of such examples, the random searches are performed in an Euclidean environment. Nevertheless, in digital spaces and in concrete physical lattice networks (see below), the search takes place in discrete topologies.

Lattice models have yielded important results for the understanding of complex systems phenomena: e.g., neural processing [17–19] and dynamics of computer [20,21] and social [22] networks [23,24]. Because of their fundamental and practical relevance, it is natural to extend the above initial question to searches in discrete landscapes. In this context many studies [23,25,26] have reconfirmed the hypothesis that the topological features of the lattices, especially site connectivity, do indeed affect the transport of information.

In particular, regarding the above latter aspect, works in the literature [27] address the properties of a lattice when defects (breakdowns via removal of bonds or nodes) are introduced, e.g., the instability of the network with the destruction of “hubs,” the routing determination when the lattice connectivity is time dependent as in peer-to-peer (P2P) networks, etc. However, the influence of such random “dilution” on the efficiency of random searches has not yet been thoroughly analyzed. Potentially, this study could be useful to solve a variety of problems, such as how to find stretches of information in a computer storage device which is partially damaged or how to randomly look for a gas station in an unfamiliar city during rush hour, when the streets are jammed.

In general, networks can be classified into two large classes of systems: (i) large-world networks and (ii) small-world networks. Large-scale networks are locally connected and rich in clusters, with only short-range links, basically between first-neighbor sites. In such cases, the distribution of link sizes is a narrow Gaussian, truncated close to the origin, giving rise to a linear increase of the mean distance between two arbitrary sites (lattice diameter) with the total number of sites [25,28]. These networks have been associated with low efficiency of transport properties [25] and typically can be modeled by two-dimensional (2D) regular lattices with defects. In contrast, small-world networks are globally connected and highly efficient for transport. They possess power-law link distance distributions. Furthermore, their topologies reveal cluster formation associated with the large number of local links [25]. The lattice diameter grows sub-linearly (logarithmically) [25,28] with the number of sites due to the existence of rare long-range links—the ultralong links act as shortcuts that reduce the number of links necessary across which the information must propagate (an example being the World-Wide Web [29]).

While discussions on the optimization of high-performance small-world networks are numerous [23,26,30,31], studies dealing with the efficiency of large-world networks are far less common [32]. Nevertheless, optimizing the search in inefficient networks, including large-world networks, is an equally important problem. For instance, it relates to situations of very high cost for transforming the link configuration from a large-world one to
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small-world one [33]. Moreover, a really large number of concrete situations of interest [34] are in their essence large-
world networks, characterized by structures that have only first-neighbor links between the lattices nodes and which
cannot be physically modified. A nice example is the traffic system in small- and medium-size towns [35]. Finally, even
if the topology of a lattice is of small-world kind, yet some of its features may be better associated with a large-world topology. Indeed, a great variety of biological networks are typically scale free [36]. But in some instances, like in gene
networks [37], many of the links are so weakly related—with respect to a particular functionality—that they can be
neglected without important modification for the dynamical response of that functionality, effectively leading to a large-
world problem.

Therefore, as a first step toward understanding the random search features in defective large-world networks, here we adapt a search model, already successfully applied to continuous spaces [9], to the case of discrete fragmented environments, created by removing a certain number of nodes of originally regular triangular lattices. We consider then a random walk with step lengths chosen from an asymptotic Lévy distribution $P(\ell_j) \sim \ell_j^{-\mu}$. At each step $j$ the walker moves in straight lines along the directions allowed by the lattice with defects, constantly looking for target sites along the way. Different values of $\mu$ set the different strategies of the search. We should observe that for the particular case of defect-free regular lattices, this type of analysis has recently [32] led to some interesting results, revealing how distinct strategies should be chosen so as to optimize the random search depending on the various features of the regular lattice, such as topology and type of boundary conditions.

The article is organized as follows. In Sec. II we introduce aspects of defective lattices and the search model procedure. Results and discussion of the numerical simulations are presented in Sec. III, where an analytical model is also developed. Final remarks and conclusion are drawn in Sec. IV.

II. MODEL

A search process is fully characterized once one establishes the following: (i) the features of the search space and (ii) the strategy adopted to find the targets. We next discuss these two aspects of the model.

A. Lattice properties

We begin by analyzing the search environment and its properties—mobility and connectivity. We assume a two-
dimensional lattice, with lattice constant $s=1$. Each node connects to its nearest neighbors in a triangular topology (see Fig. 1). We consider three types of boundary conditions: periodic (PBC), helical (HBC), and wall (WBC), respectively, Figs. 1(a), 1(b), and 1(c). The importance of boundary effects in the present context arises due to the fat-tailed step distribution and to the finite size of the lattices. Actually, the combination of both factors might enhance the probability of a given search walk to reach the lattice boundaries, depending on the set of parameters considered (see discussion on specific cases below). Note also that the BC choice is not relevant for Brownian walks in lattices of sizes much larger

![FIG. 1. Illustration of the triangular lattice and its boundary conditions: (a) periodic; (b) helical; and (c) not specular wall.](image)
\(\chi\) alters the mobility and connectivity in the lattice. We address this question by assuming a lattice with \(n_0 = 4 \times 10^6\) and study two useful quantities.

First, we assume a random walk, whose step lengths \(\ell_j\) are given by the distribution \(P(\ell_j) \sim \ell_j^{-\mu}\) with \(\mu = 1.1\), which represents nearly ballistic steps. We also impose a maximum value for \(\ell_j\) (an upper cutoff) of \(\ell_{\text{max}} = \sqrt{n_0} = 2 \times 10^3\). We use PBC, but due to the chosen cutoff, the exact boundary conditions are not very important here. A full run stops after traveling a total distance \(L = n_0 = 4 \times 10^6\) along the lattice. Then, we consider the initial perfect lattice divided into 100 regions (quadrants), all having the same number of nodes. Next, for a given value of \(\chi\) we implement \(N = 100\) different realizations and for each perform the mentioned random walk. Finally, we compute \(\sigma(\chi)\), which gives the fraction of quadrants visited by the walker at least once in a run (averaged over such \(N = 100\) runs). The results, displayed in Fig. 3(a), show that only for low fragmentation (\(\chi < 0.1\)) does the coefficient \(\sigma\) remain close to unity, so that all the quadrants are still available to the walker and, on average, the whole lattice can be accessed starting from any arbitrary site. Above a critical value for the number of defects one has \(\sigma = 0\), indicating that the lattice is critically disconnected and that leaving the initial quadrant becomes a rare event. It is interesting to note that such a critical fragmentation coefficient for the mobility measure, \(\chi_c = 0.5\), coincides with the triangular lattice percolation threshold [38]. So, as it should be, the fraction of visited quadrants by a random walker is directly connected to how close the defective lattice is to its percolation limit. In fact, observe a rapid reduction of the mobility (\(\sigma \rightarrow 0\)) in the range \(0.2 < \chi < 0.5\). However, as we are going to discuss in Sec. III A, for Lévy or any other random strategy to effectively improve the efficiency of a search, the concentration of defects in a regular lattice cannot be too high. Thus, in our analysis we will be relatively away from the threshold of the associate percolation problem.

A second interesting function is the coefficient of cluster formation, \(C(\chi)\), which we adapt from Ref. [25]. It is defined as the following. Take an arbitrary node \(s\), with \(k_\text{s}\) closest neighbors. Then, at most \(k_\text{s}(k_\text{s} - 1)/2\) connections could be formed between them (when all the neighbors of \(s\) are also connected to each other). We assume that, if connected, two nodes are joined by only one bond. Then, \(C_\chi\) represents the proportion of these possible connections which indeed exists. \(C\) is just the average of \(C_\chi\) over \(s\). For the above lattice parameters and again for 100 realizations for each \(\chi\), we show in Fig. 3(b) the numerically calculated \(C(\chi)\). We clearly see that the defects lead to a rapid break up of the clusters.

### B. Random search rules

For the random search process, we assume that the target sites are distributed randomly at the nodes of the lattice, giving a total number of \(n_\text{t} = n_0 - n_\text{d}\). We classify the target sites as follows: destructive (i.e., perishable), which become irreversibly unavailable for future visits once found by the searcher; nondestructive (i.e., nonperishable), which can be revisited an arbitrary number of times; and finally, an intermediate case of regenerative targets; i.e., once found, they become again accessible after a finite recovery time. To assure stationarity also in the destructive case [9,15,32], yet keeping the expected results for a destructive process [39], a new site is randomly placed every time a target site is found and destroyed.

The searchers perform random walks, whose step lengths \(\ell_j\) are distributed according to (with \(\ell_j > \lambda_0\), for \(\lambda_0\) a lower cutoff)

\[
P(\ell_j) \sim \ell_j^{-\mu}.
\]

Sums of such steps converge to the long-distance regime of the Lévy-stable distribution [40–44], with Lévy index \(\alpha = \mu - 1\), for \(1 < \mu \leq 3\). The Brownian behavior corresponds to the case \(\mu = 3\) [45,46]. In the interval \(1 < \mu < 3\), the step lengths \(\ell_j\) do not have a characteristic scale, lower moments diverge, and the distribution acquires self-affine properties—i.e., \(P(\gamma \ell_j) \sim \gamma^{\mu - 1} P(\ell_j)\). The exponent \(\mu\) determines the features of the search walk: almost rectilinear or ballistic (\(\mu \rightarrow 1\)), Brownian (\(\mu = 3\)), and superdiffusive (\(1 < \mu < 3\)).

We consider the following rules for the search model.

1. The orientation in each step \(j\) is randomly chosen from one of the six possible directions along the lattice.
2. The step lengths \(\ell_j\) are taken from the distribution (1), where an upper cutoff \(\ell_{\text{max}}\) is imposed to the values of the \(\ell_j\)'s.
3. While traveling the distance \(\ell_j\), the searcher constantly looks for target sites within the closest \(k_\text{s}\) neighbors of

---

**FIG. 2.** Examples of a perfect (\(\chi = 0\)) and two defective lattices. Here \(n_0 = 56\).

**FIG. 3.** (a) Fraction of quadrants visited at least once by a random walker and (b) coefficient of cluster formation (which measures the average number of first neighbors of the nodes), as functions of the fragmentation coefficient \(\chi\).
According to rule (C). Only sites at most a distance $r_v$ along the lattice directions are directly visible to the searcher. Here $r_v=3$.

its present location (see Fig. 4). So $r_v$ is a “vision” radius of detection. If a target site is detected, the searcher moves straightforwardly to it and the step is truncated.

(D) If a defect exists along the step $j$ direction (within the distance $\ell_j$) and no target sites are found before reaching it, the step is truncated at the node just before such defect.

(E) If truncation events (C) and (D) do not occur, then the searcher proceeds until traversing the distance $\ell_j$.

(F) After any of the cases (C), (D), or (E), the process resumes in (A). The walk ends when the searcher traverses an established total distance $L$.

We characterize the performance of the random search process through the efficiency function $\eta(\mu)=Q/L$. Here, $Q$ is the total number of target sites found after traveling the distance $L$. We numerically calculate the quantities of interest by averaging over $N=100$ simulation runs. Finally, since we want to explicitly see the influence of the boundary conditions, unless otherwise mentioned we always assume the very large value of $\ell_{\text{max}}=10^{15} \gg n_0$.

III. RESULTS AND DISCUSSION

In the studied model of random search in lattices with defects, there are many features determining the process efficiency. For clarity, we present our discussions according to different aspects influencing it.

A. Truncation of the Lévy steps

During the walk, the searcher uses the distribution (1) as the metric associated with the step length. At any step $j$, $\ell_j$ shorter than $\lambda_0$ is rejected. Note that for a random search on a perfect lattice, one should have $\lambda_0 \approx r_v$, since any target site located at a distance shorter than $r_v$ is directly accessed according to rule (C) above. On the other hand, statistically, long steps are truncated on average at a distance $\lambda$, associated with the free mean path, which depends on the radius of vision, $r_v$; the number of target sites, $n_t$; and the number of defects, $n_d$. The ratio $\lambda/\lambda_0$ gives then an effective dimensionless characteristic size of the dynamical process. Observe that it decreases with the increase of $r_v$, $n_t$, and $n_d$ since then the probability of truncation by finding either a target site or a defect is enhanced. In particular, if $r_v$ is of the order of the mean distance $\lambda_j$ between target sites, one has $\lambda/\lambda_0 \approx 1$, indicating that it is not necessary to look for a target site since one of them can always be found nearby. Thus, each step is truncated. An analogous situation occurs when the lattice is relatively well populated by defects ($\chi > 0.2$), with a small mean distance between them ($\lambda_j/\lambda_0 \approx 1$), implying $\lambda/\lambda_0 = 1$. The relations between $\lambda$ and $\lambda_0$ and the system parameters are

$$\lambda_0 = \frac{n_d + 2r^2n_t}{n_d + 2n_t}, \quad \frac{\lambda}{\lambda_0} = \frac{n_0}{n_d + 2r^2n_t}. \quad (2)$$

We leave to Sec. III D the appropriate justification for these expressions.

Next, we shall illustrate how the step lengths of a searcher are truncated on a perfect lattice with target sites and on a defective lattice with no target sites. In the first case the walker effectively performs a random search and in the second it is just a random walker [subjected to the defect-induced truncations, rule (D)]. For the former (latter) situation we define $\delta=n_t/n_0$ ($\delta=\chi=n_d/n_0$). As concrete examples, we set the parameters $n_0=4 \times 10^6$, $\mu=2 \times 10^7$, $\lambda=1.1$, and consider nondestructive searches for three different values of $r_v$; namely, 1, 3, and 5. We also impose the upper cutoff $\ell_{\text{max}}=\sqrt{n_0}$ for the step lengths, once here we shall avoid the effects of loops in the lattice. Observe that this cutoff is not relevant when $\delta \approx 1/\sqrt{n_0}$, because then on average there is at least one target site or defect in each lattice line, so necessarily every step larger than the lattice size will be truncated.

In Fig. 5 we display two different quantities obtained from the above described simulations. The first is the average fraction of truncated steps in a run, $\nu$, as a function of $\delta$ (Fig. 5(a)). The second is the actual average step length $\langle l(\delta) \rangle$, shown.
in Fig. 5(b). Both the pure random walk and the random search present a fairly global qualitative agreement (for \( \delta \) being \( n_0^j/n_0 \) in the former and \( n_1/n_0 \) in the latter). Note that even for small values of \( \delta \) in the two cases, the average step length is very short compared to the lattice side \( \sqrt{n_0} \). Fig. 5(b). This is not a surprise because already for \( \delta = 0.1 \), about 80\% of the steps are truncated as seen in Fig. 5(a). The only difference of behavior is observed for \( \tilde{t}(\delta) \) when \( \delta \) is close to 1. But this is straightforward to understand. In the pure random walk, the limit \( \delta \to 1 \) means that there is no more lattice. So for \( \delta = 1 \) the great majority of the nodes are isolated, rendering the walker to stay trapped at its present node and hence \( \tilde{t} = 0 \). Nevertheless, in the random search, \( \delta \) around the unity means that the lattice is saturated with targets, so the steps always truncate after one lattice parameter \( s = 1 \).

Based on the previous discussions, we point out the following. When \( \lambda/\lambda_0 = 1 \), regardless the \( \mu \), the search space only allows steps of lengths around \( \lambda = \lambda_0 \) and the distribution of effective steps has mean value \( \lambda_0 \) for destructive and nondestructive searches. Therefore, the limit \( \lambda/\lambda_0 = 1 \) is trivial since the effective walk is certainly Brownian and the efficiency \( \eta(\mu) \) remains invariant with respect to the search strategy. In order to avoid this simple regime, in our study we adjust \( \lambda = \sqrt{n_0} (10\lambda_0) \) (hereafter called regime I). Here we study the different influence of three types of boundary conditions in the mean-free-path regime I: periodic (PBC) [Fig. 1(a)], helical (HBC) [Fig. 1(b)], and wall (WBC) [Fig. 1(c)]. We consider nondestructive search, \( \mu = 1.1 \), \( r_c = 1 \), \( n_0 = 4 \times 10^6 \), and \( n_d = 10^7 \). The change in \( \lambda/\lambda_0 \) is obtained by varying \( n_t \) from 1 to \( 4 \times 10^5 \). Finally, as the total distance to end each simulation run, we set \( L \approx 2 \times 10^5 \lambda \).

The PBC makes the lattice a torus, allowing looplike circular trajectories. When confined in one of these loops, without target sites or defects to stop the loop, the searcher necessarily traverses the whole step distance \( \ell_j \) with no truncation. In such cases, arbitrarily long steps (up to \( \ell_{\text{max}} \)) are allowed. As a consequence, we expect the search efficiency to decrease as \( \mu \) is lowered from 2 to \( 1 + \epsilon \) (\( \epsilon \) very small, but not 0 because normalization), in both destructive and nondestructive cases (see Secs. III C and III D). A related behavior is already seen in plots of the mean step length \( \tilde{t} \) as a function of \( \lambda/\lambda_0 \). Indeed, for the nondestructive case and PBC, we display in Fig. 6 (circles) the very fast increasing of \( \tilde{t} \) for large values of \( \lambda/\lambda_0 \).

The HBC transforms the lattice into a twisted torus with solenoidal trajectories. So loops do not occur, and hence such topology allows a more efficient search than the PBC case. However, note that the search paths form a kind of coil spring and, thus, even very long steps may inspect only a relatively small part of the lattice. Moreover, a very long horizontal step can cover at most half the lattice. As a consequence, we can have a considerable number of steps \( \ell_j \) truncated to values larger than \( \lambda \), but still much shorter than the upper cutoff limit \( \ell_{\text{max}} \). Thus, the variation of \( \tilde{t} \) with \( \lambda/\lambda_0 \) is relatively slow, with no abrupt changes as for the PBC. Indeed, compare the two cases in Fig. 6.

Lastly, the WBC does not generate loops and produce search paths which are much more ergodic than those for PBC and HBC [indeed, compare Fig. 1(c) with Figs. 1(a) and 1(b)]. Therefore, such paths result in truncations for step lengths of the order of \( \lambda \). This is displayed in Fig. 6, where for \( \log_{10}[\lambda/\lambda_0] > 2.7 \), although yet not very pronounced, we start to see some difference between the mean step length \( \tilde{t} \) of the HBC and of the WBC.

In summary, the initially chosen \( \lambda_j \) step lengths can be truncated either because the walker finds a target or it hits a defect. For regime I, the different boundary conditions set different values for the maximum truncated distance \( d \), which effectively can be traveled during a single step. They are listed in the first row of Table I.

### C. Target density regimes and the efficiency function \( \eta(\mu) \)

The shape of the efficiency curves are strongly influenced by the truncation of Lévy steps. We therefore classify the results of search optimization into four regimes. As already mentioned, regime I occurs when the boundary conditions

<table>
<thead>
<tr>
<th>Regime</th>
<th>PBC</th>
<th>HBC</th>
<th>WBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>( d = \ell_{\text{max}} )</td>
<td>( d &gt; \lambda )</td>
<td>( d = \lambda )</td>
</tr>
<tr>
<td>II</td>
<td>( d = \lambda )</td>
<td>( d = \lambda )</td>
<td>( d = \lambda )</td>
</tr>
<tr>
<td>III</td>
<td>( \lambda_0 \lesssim d \lesssim 10\lambda_0 )</td>
<td>( \lambda_0 \lesssim d \lesssim 10\lambda_0 )</td>
<td>( \lambda_0 \lesssim d \lesssim 10\lambda_0 )</td>
</tr>
<tr>
<td>IV</td>
<td>( d = \lambda_0 )</td>
<td>( d = \lambda_0 )</td>
<td>( d = \lambda_0 )</td>
</tr>
</tbody>
</table>
are determinant: namely, $\lambda/\lambda_0 > \sqrt{n_0}/(10\lambda_0)$. In this case, truncations of the step lengths $\ell < \lambda$ (with the exception of the WBC) are not frequent. On the other hand, an intermediate situation for which $10 < \lambda/\lambda_0 < \sqrt{n_0}/(10\lambda_0)$ (regime II) is characterized by a high truncation rate, making the borders of the lattice rarely accessible to the searcher at a single step. Thus, the efficiency function $\eta(\mu)$ is almost independent of the particular boundary condition. As in regime III we assume $1 < \lambda/\lambda_0 < 10$, close to the saturation, but still demanding the searcher a small number of steps (order of few lattice parameter $s$) to find a target site. Finally, regime IV is the complete saturated case—all steps are truncated due to near-maximum site occupancy by targets. The effective larger distance $d$ for all regimes are listed in Table I.

In regime I, where steps truncations are not frequent, each type of boundary condition has a peculiar influence for both destructive and nondestructive efficiency function. For this regime, in Fig. 7 we show $\eta(\mu)$ (normalized by the Brownianian efficiency $\eta(3)$) considering the parameters $r_i=1$, $n_0=4 \times 10^5$, $n_i=10^4$, $n_d=10^3$, $\lambda/\lambda_0=1331.33$ [from Eq. (2)], and $L=10^3\lambda$. Usually, a destructive search favors ballistic long-step strategies for there is no reason to remain close to a visited site. This is fairly the case for the WBC, for which $\eta$ increases around 10% from $\mu=3$ to its maximum value at $\mu=1.5$. However, the existence of loops for the PBC and a “weaker ergodicity” of the HBC (see the discussion in the Sec. III B) lead to low efficiency if $1 < \mu < 2$. So one finds $\eta \rightarrow 0$ for $\mu \rightarrow 1$ in these two cases. On the other hand, Brownian strategies ($\mu \geq 3$) give the same results for all boundary conditions. Furthermore, generally $\eta(\mu \geq 3)$ is lower than $\eta(\mu=2)$ since the searcher tends to keep close to the last visited and destructed site, with the nearest target site available only after a large number of small steps in the case of low and intermediate concentrations of target sites. These observations are summarized in Fig. 7(a), which displays $\eta(\mu)$ for a destructive search. Note that for the WBC $\mu_{opt} = 1.4$, but the efficiency is almost the same for smaller values of $\mu$. In the case of HBC and PBC they are, respectively, $\mu_{opt} \approx 1.8$ and $\mu_{opt} \approx 2.0$.

For the nondestructive search, we observe that $\mu_{opt} \approx 2$ in any of the boundary conditions, Fig. 7(b). This strategy represents a compromise between the importance of long versus short steps, as it can be advantageous to stay near a previously visited site, always visitable again, but also to move ballistically to look for distant sites. In spite of this compromise, the loops in the PBC reduce drastically the efficiency of superdiffusive strategies with $1 < \mu < 2$, observed directly in the plot. This results in $\eta(\mu) \rightarrow 0$ when $\mu \rightarrow 1$. Note that the peak at $\mu_{opt}$ for the WBC efficiency is not so pronounced when compared with the whole curve, as seen for the other two boundary conditions by confronting $\eta(\mu_{opt})$ with $\eta$ for small $\mu$’s. We also mention that although the local dynamics of destructive and nondestructive searches are rather distinct, in this regime I their curves $\eta(\mu)$ turn out to be very similar. Finally, we stress that if we plot the $\eta(\mu)$ of Fig. 7 without any normalization, as expected we find that the WBC always presents the best efficiency for all $\mu$’s.

For regime II, we plot the efficiency function in Fig. 8 using the parameters values $r_i=1$, $n_0=4 \times 10^6$, $n_i=8 \times 10^3$, $n_d=10^4$, $\lambda/\lambda_0=153.61$, and $L=10^3\lambda$. In the destructive case, the distribution of defects and sites implies in steps truncated around $\lambda$ and an optimal efficiency exponent $\mu_{opt} \approx 1$ ($\mu_{opt} \approx 1.3$), corresponding to a nearly ballistic regime of long steps, seen in Fig. 8(a). In contrast, in the nondestructive case, Fig. 8(b), we again observe the optimal strategy for $\mu$ around 2 (in fact, $\mu_{opt} \approx 1.9$). But now, in the interval $1 < \mu \leq 2$, we no longer find a vanishing efficiency for the PBC and HCB cases. Actually, in this regime the difference between the boundary conditions is negligible.

In regime III ($1 < \lambda/\lambda_0 < 10$), one has $\mu_{opt} \rightarrow 1$ in both destructive and nondestructive cases. In this case, practically the only situations where the walker will not find a target site in a single step is if by choosing a step length from the probability distribution (1), it sorts a value $\ell_j < \lambda$. The way to
We present a summary of the optimal values for $\mu$, for all situations discussed in this section, in Table II.

D. Analytical treatment of the lattice problem

The random search efficiency defined in Sec. II B can be written as

$$\eta = \frac{P}{N_s(\ell)},$$

where $N_s$ is the mean number of steps taken between two sites and $\langle \ell \rangle$ is the mean step length of a single step. Thus, their product gives the distance traveled between two successively found sites. Here note that by a site we mean any element in the lattice that truncates the walker steps—i.e., either a target or a defect. To take into account the difference between them, we introduce the quantity $P$, which can be interpreted as the average probability of a sought object to be contained in a given found site. For a search with no defects, one just can set $P=1$ (a site always has a searched object), but in the present case a different choice is in order, as we discuss below. This is the essence of our mean-field-like approximation. We treat targets sites and defects alike, so we can use many of previous results in the literature $[9,47,48]$. However, their different contributions to $\eta$ are computed in terms of their relative densities in the lattice. This simple picture makes explicitly how the defects contribute negatively to the efficiency.

Using rigorous calculations and scale analysis, it has been shown that $[47,48]$

$$N_s = \left( \frac{\lambda}{\lambda_0} \right)^{(1-\mu)/\Gamma}.$$  

For $\Gamma = 1$ we have the destructive and for $\Gamma = 2$ the nondestructive cases. An arbitrary value $1 < \Gamma < 2$ interpolates between these two extreme cases, corresponding to a regenerative search, where the target sites recover after a certain time $\tau$ (how $\Gamma$ is associated to such $\tau$ is discussed, for instance, in Ref. $[48]$).

The high probability of truncation of large steps $\langle \ell \rangle > \lambda$, for $\lambda$ a kind of mean free path discussed in Sec. III A) allows one to write $\langle \ell \rangle$ as the usual first moment of the distribution

<table>
<thead>
<tr>
<th>Regime</th>
<th>Boundary Condition</th>
<th>Destructive Search</th>
<th>Nondestructive Search</th>
<th>Regenerative Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>PBC</td>
<td>$\mu_{\text{opt}} = 2.0$</td>
<td>$\mu_{\text{opt}} = 2.0$</td>
<td>$\mu_{\text{opt}} = 2.0$</td>
</tr>
<tr>
<td>I</td>
<td>HBC</td>
<td>$\mu_{\text{opt}} = 1.8$</td>
<td>$\mu_{\text{opt}} = 2.0$</td>
<td>$1.8 &lt; \mu_{\text{opt}} &lt; 2.0$</td>
</tr>
<tr>
<td>I</td>
<td>WBC</td>
<td>$\mu_{\text{opt}} = 1.4$</td>
<td>$\mu_{\text{opt}} = 2.0$</td>
<td>$1.5 &lt; \mu_{\text{opt}} &lt; 2.0$</td>
</tr>
<tr>
<td>II</td>
<td>Any</td>
<td>$\mu_{\text{opt}} = 1.3$</td>
<td>$\mu_{\text{opt}} = 1.9$</td>
<td>$1.0 &lt; \mu_{\text{opt}} &lt; 2.0$</td>
</tr>
<tr>
<td>III</td>
<td>Any</td>
<td>$\mu_{\text{opt}} \to 1.0$</td>
<td>$\mu_{\text{opt}} \to 1.0$</td>
<td>$\mu_{\text{opt}} \to 1.0$</td>
</tr>
<tr>
<td>IV</td>
<td>Any</td>
<td>All equivalent</td>
<td>All equivalent</td>
<td>All equivalent</td>
</tr>
</tbody>
</table>
Finally, we discuss the appropriate definition of the arbitrary defective lattice, so as to assign Eqs. (9) and (10) to the partial densities of targets and defects

\[ S_{\text{ANTOS}} \]

The limits \( \lambda_0 \) and \( \lambda \) of Eq. (5) relate the truncation of the steps to the properties of the search space. In particular, in environments where truncations are determined only by the density of target sites, \( \rho_t \), and by the detection abilities (given by \( r_v \)), one has

\[ \lambda_0 = r_v, \quad \lambda = \frac{1}{2r_v \rho_t} = \lambda_t. \]  

On the other hand, in environments with defects only, then \( \lambda_0 = s = 1 \) and \( \lambda = \lambda_d \). Our aim next is to define \( \lambda \) and \( \lambda_0 \) for an arbitrary defective lattice, so as to assign Eq. (5) to the average step length of a walk through a regular background space filled both with target sites and defects.

Such a definition must distinguish and reflect the truncation due exclusively to the finding of target sites in the absence of defects (i.e., \( \lambda = \lambda_t \) when \( \rho_d = 0 \)) versus truncation due exclusively to the presence of defects in the absence of target sites (\( \lambda = \lambda_d \) if \( \rho_t = 0 \)). Thus, from such limit cases, the above results for \( \lambda_0 \), and from the fact that \( \rho_d = 0 \Rightarrow \lambda_d \rightarrow \infty \) and \( \rho_t = 0 \Rightarrow \lambda_t \rightarrow \infty \), we should expect

\[ \lim_{\lambda_d \rightarrow \infty} \left( \frac{\lambda_0}{\lambda} \right) = \frac{r_v}{\lambda_t}, \quad \lim_{\lambda_t \rightarrow \infty} \left( \frac{\lambda_0}{\lambda} \right) = \frac{1}{\lambda_d}. \]  

Since in our mean-field-like approximation we consider that the partial densities of targets and defects (which go with the inverse of the corresponding free mean paths) are additive, then a simple expression satisfying Eq. (7) can be written as

\[ \frac{\lambda_0}{\lambda} = \frac{r_v}{\lambda_t} + \frac{1}{\lambda_d}. \]  

Knowledge of either \( \lambda \) or \( \lambda_0 \) thus determines the other parameter in Eq. (8). Furthermore, we have that \( \rho = \rho_t + \rho_d \), so

\[ \frac{1}{\lambda} = \frac{1}{\lambda_t} + \frac{1}{\lambda_d}, \]

where \( \lambda_t = n_0/(2r_v n_t) \) and \( \lambda_d = n_0/n_d \). By solving Eqs. (8) and (9), we obtain

\[ \lambda_0 = \frac{r_v + \lambda_t / \lambda_d}{1 + \lambda_t / \lambda_d}. \]  

Observe that \( 1 \leq \lambda_0 \leq r_v \) arises as a consequence of the conditions in Eq. (7). It is also convenient to express \( \lambda \) and \( \lambda_0 \) as functions of the “control” parameters \( r_v, n_0, n_t, \) and \( n_d \) or [49]

\[ \lambda_0 = \frac{n_d + 2r_v^2 n_t}{n_d + 2r_v n_t}, \quad \lambda = \frac{n_0}{n_d + 2r_v n_t}. \]  

Finally, we discuss the appropriate definition of \( P \), the quantity which gives the relative contributions of target and defects to the efficiency. Actually, in terms of the step truncation dynamics, the target sites and defects play, qualitatively speaking, similar roles. It is seen, for instance, in the results presented in Sec. III A. But of course, targets and defects are different in two very relevant aspects. The obvious one is that if a step halts due to a defect, contrary when it does due to a target site, the walker “gains” nothing and such truncation contributes negatively for the efficiency (locomotion without finding the object). The second is that since a step is truncated only if the defect is blocking the way (i.e., no lateral defects can stop the movement, opposite to the case of target sites), then effectively the defects have a lower truncation power. Therefore, we can think about the defect as a “fake” target site, which is also harder to find. So, with this picture in mind, we can write \( P = [1 + (f_\rho_d)/f_\rho_t]^{-1} \). The term \( f \) weights the relative truncation power of defects and target sites. It should depend on \( r_v \), the detection radius of defects—which is simply the lattice parameter \( s \)—and the connectively of the lattice. Based on a straightforward geometric reasoning, one realizes that \( f \sim s/(k-1)r_v \), with \( k \approx 6 \) for our triangular lattice.

Considering all these results in the efficiency formula, Eq. (3), we end up with a type of “mean-field” model to describe our defective lattice random search problem [50].

The qualitative agreement between the analytical \( \eta \) and the numerical simulation is shown in Fig. 10, for a nondestructive search and regime II, where the differences between the boundary conditions are not relevant. We consider the parameters values \( r_v = 5, n_0 = 2.5 \times 10^3, n_t = 5 \times 10^3, n_d = 5 \times 10^3, \lambda/\lambda_0 = 98.04, \) and \( L = 10^5 \lambda \). Thus, \( d \) is around \( \lambda \) (see regime II in Table 1) and correspond to the same truncation imposed on the analytical expression for \( \langle \ell \rangle \), Eq. (5). We see that the normalized curves are very similar, having a same shape behavior and presenting the maximum at the same value of \( \mu \). But they do not fit to a same relative scale; the analytic model decays from the peak faster than the numerical simulation. To a great extent the differences in Fig. 10 can be understood from the following. Although our approximations properly handle the way defects truncate the walk, there is an extra factor not included in the model. In fact, the defects introduce a certain number of “holes” in the lattice.
(see Fig. 2). So a pure Euclidian metric (at any scale and direction), true for continuous spaces and perfect lattices and implicitly assumed in the analytic expressions, does not completely hold in defective lattices. This inhomogeneity, correctly captured in the simulations, makes the efficiency less sensitive to changes in the step lengths distribution (controlled by $\mu$). Probably, it can be fixed by the inclusion of a necessary numerical factor, associated with the lattice topology and defects density, multiplying $\lambda/\lambda_0$ in Eq. (4). We should mention that presently we are studying such problem and the results will be reported in the due course.

Another aspect that the model can reproduce well, illustrating a key role played by the boundary conditions allied to the target densities, is the particular behavior of the PBC in regime I, for which when $\mu \to 1$ the efficiency $\eta(\mu)$ goes to zero in both destructive and nondestructive searches. But for this, some care is necessary to properly define $\mu$ in Eq. (5). For example, let us consider the parameters $r_{\text{v}}=1$, $n_0=2.5 \times 10^3$, $n_i=10^3$, and $n_d=10^3$, so that the $\lambda/\lambda_0=8334$ is a relatively large value. However, since here we want to explicitly see the influence of the loops, we just allow arbitrarily long step lengths $\ell_j$; i.e., no upper cutoff is assumed. Hence, we set, in Eq. (5), $\lambda \to \infty$. In this case, the curves in Fig. 11(a), destructive and nondestructive searches, show an abruptly vanishing efficiency for $\mu < 2$. Of course, this sharp transition is an artifact of assuming an infinite $\lambda$. By considering a very large but finite $\lambda$, we would also observe a rapid decay, but with no divergence for $d\eta(\mu)/d\mu$. These results are in agreement with Fig. 7. On the other hand, in Fig. 11(b) we use exactly the same parameters, but take the actual value of $\lambda$ in Eq. (5), which for such reason we call “truncated” lattice. In this case, we see that the results do not agree with those observed for the PBC lattice. They are similar to what should be expected for a continuous environment search [9,47,48].

FIG. 11. Analytic normalized efficiency $\eta(\mu)/\eta_{\text{opt}}$, as a function of $\mu$, for the nondestructive (solid) and destructive (dashed) curves in regime I. The parameters are given in the main text. (a) A lattice with the PBC, for which $\lambda \to \infty$ in Eq. (5). (b) A “truncated” lattice, for which $\lambda$ in Eq. (5) is taken from its actual numerical value, given by Eq. (11).

As a last case, we consider regime III, whose qualitative behavior, already discussed in Sec. III C, is simple to predict but demanding to simulate. Indeed, since the density of target or defects is high, the step lengths truncations do occur quite frequently. So, to calculate any relevant quantity, a lot of different realizations are necessary for satisfactory averages. Hence, in this situation the analytical model is very appropriate. For the plots of $\eta(\mu)/\eta(3)$ in Fig. 12, we assume $n_0=4 \times 10^6$, $n_i=6 \times 10^3$, and $n_d=10^4$ and three different values for $r_{\text{v}}$: namely, 6, 12, and 18. They correspond, respectively, to $\lambda/\lambda_0=9.05$, $\lambda/\lambda_0=2.30$, and $\lambda/\lambda_0=1.03$. Note that $\mu_{\text{opt}}\to 1$, indicating that the high truncation rate favors always to choose long step lengths (see Sec. III C). From the curves we also see that for increasing values of $r_{\text{v}}$ (i.e., increasing of the detection power), the relative advantage of a Lévy process ($\mu<3$) over a Brownian strategy ($\mu=3$) diminishes, an intuitive but nonetheless important fact for search optimization.

FIG. 12. Analytic $\eta(\mu)/\eta(3) \times \mu$ for regime III, parameters as in the main text, and (a) destructive and (b) nondestructive cases. The curves correspond to $r_{\text{v}}=6$ (short-dashed curve), $r_{\text{v}}=12$ (long-dashed curve), and $r_{\text{v}}=18$ (solid curve).

IV. REMARKS AND CONCLUSION

In the present exploratory contribution we have discussed many aspects influencing the random search in defective lattice networks, focusing on the triangular structure case. The defects were created through random elimination of a fraction $\chi$ of the original nodes. We have studied the efficiency function $\eta(\mu)$, obtaining the values of $\mu=\mu_{\text{opt}}$ that lead to optimal strategies. We have found that the shapes of the efficiency curves $\eta(\mu)$ and the values of $\mu_{\text{opt}}$ are strongly dependent on the density of target sites and defects, the boundary conditions, and the type of search process—i.e., whether destructive, nondestructive, or regenerative. We can summarize our main results as follows: (i) for any strategy effectively to improve the random search efficiency, the number of defects cannot be too high (see also below); (ii) for low target concentrations, the specific boundary conditions are very important in defining the behavior of $\eta(\mu)$; and (iii)
for nondestructive and destructive searches present some similarities at low densities of targets.

Next, final remarks are in order. As we have seen, a key aspect in determining the dynamics of the search is related to the frequency in which the steps lengths $\ell_i$ are truncated. It takes place each time the walker finds a target site or hits a defect. Considering their densities, parametrized by the effective mean free path $\lambda$, Eq. (11), we have that for very large $\lambda$'s, low density of targets and defects (regime I), the specific type of boundary conditions plays an important role for smaller values of $\mu$. This, however, is not the case for $\mu>2$, since then the average step lengths are smaller and thus the walker does not reach the lattice boundary frequently. Furthermore, for shorter $\lambda$—i.e., regimes II and III (regime IV is trivial)—the boundary conditions are also not relevant. Indeed, in these situations $\eta(\mu)$ for a same parameter set but different boundary conditions collapse to a single behavior (see Fig. 8).

We can draw a parallel with the perfect lattice case: Reference [32] discussed one square and two triangular lattices (differing by how much of the lattice nodes a single huge step could visit), all with the PBC. The calculated efficiency curves for such regular lattices showed that in general the $\eta(\mu)$'s were higher for the more ergodic lattices (i.e., those where the walker more easily could scan the search space). For defective lattices, we see exactly the same behavior (e.g., Fig. 7). But the difference is that here it is the boundary conditions which determine the performance of the scan mechanisms.

Furthermore, regarding the shape of the curves, for regimes I and II all the lattices in Ref. [32] present an efficiency which is qualitatively similar to our cases of PBC and HBC, both for destructive and nondestructive searches. The exception is the RBC in regime I, because as already mentioned it always truncates the flight at the borders of the lattice and therefore no looping can take place. For regime III there are no simulations for comparison, but one also can expect qualitative agreement.

An interesting aspect observed for regular as well as for fragmented lattices in the cases of PBC and HBC is that destructive and nondestructive searches present similarities which are absent in a continuous space search. But of course, this is true only in regime I. For the other regimes, lattices and continuous spaces somewhat resemble each other, which becomes evident if one can compare Figs. 8(a), 8(b), 9(b), and 11(b) with the results in the Refs. [9,48].

We have also analyzed how the defects influence the search efficiency. Intuitively speaking, defects should decrease $\eta(\mu)$. Indeed, many steps are truncated due to their presence. Such locomotion is just noise, spurious, increasing the total distance traveled without finding extra target sites. From the calculations in Sec. III A we have found that when the defects density $\chi$ is higher than 10%, the number of truncated steps increases very rapidly. Hence, the particular random search strategy (the chosen $\mu$) starts not to be very important for the efficiency outcome. On the other hand, for lower $\chi$'s, the dynamics of truncation due to defects and target sites are very similar. Thus, we can think about a defect as a target site, but with no target object in it. In this case, the presence of defects is just like rescaling the target sites density. From such reasoning—crucial for understanding qualitatively the differences and similarities between searches undertaken on regular lattices and defective lattices—we have been able to develop an analytical model, leading to good qualitative agreement with the numerical simulations.

The above discussion relates to an important issue. What exactly is the threshold for $\chi$ such that above it random search optimization may no longer be possible? This question bears the relevant point of how robust is a given lattice to defects regarding efficient searching, a problem that will be the focus of a future contribution.

As the last observation we comment that very recent empirical studies of animal locomotion [51] have uncovered an apparent paradox concerning Lévy flights: why do certain organisms not perform Lévy motion known to optimize the foraging process? In the present study we have found (in the context of lattices landscapes) that depending on different factors, (i) the boundary conditions, (ii) the presence of defects, (iii) the density of target sites, and (iv) the detection power (here represented by the value of $r_w$); the relative advantage of Lévy flights strategies is drastically diminished compared to other strategies, such as ballistic or pure Brownian motion. It indicates that the necessary conditions (see, e.g., the discussion in Ref. [9]) for a Lévy random search strategy to lead to the highest encounter rates may not be fulfilled depending on the above (or other) environmental factors—thus, a possible explanation for the above-posed question.
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[39] Which is the case for relative large lattices and not too long simulation times, two conditions observed in the present work.


[49] The simpler choice of setting $\lambda$ as in Eq. (11), but to assume $\lambda_0$ arbitrary—e.g., $\lambda_0 = r_c$—does not alter qualitatively our results, as we have checked.

[50] An alternative is to notice that the mean step ($\ell$) in the lattice with sites and defects should be smaller than both (i) the mean step in a lattice with sites only ($\ell_s$) and (ii) the mean step in a lattice with defects only ($\ell_d$), thus leading to the definition $1/\langle \ell \rangle = 1/\langle \ell_s \rangle + 1/\langle \ell_d \rangle$. We prefer to keep $\langle \ell \rangle$ defined by the integral Eq. (5) and to change the integration limits $\lambda_0$ and $\lambda$. 